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Abstract
We estimate the magnitude of social interactioeatff in disability pension participation among
older workers in Norway. The problem of omittedighle bias is addressed using neighbors’
exposure to plant downsizing events as an instrufieerthe disability entry rate among one’s
previously employed neighbors. Our IV estimategyesgthat a one percentage point increase in
the participation rate of previously employed néigis increased the subsequent 4-year entry
rate of older workers by about one-half a percemtagint. Numerous robustness and

specification tests appear to support the validitihe identifying assumption in our IV strategy.
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1. Introduction

Understanding the determinants of disability praggarticipation is an increasingly important
issue for policy makers. Between 1980 and 1999sitiaee of non-elderly adults receiving
disability benefits in the United States increa88gercent to 4.7 percehficross the OECD as

a whole, disability program participation ratesreased 36 percent over the period, to 6.4
percent. The dramatic growth in disability progrparticipation rates has important implications
for national productivity and the public financiofdisability benefit programs. In 1999,
disability benefit payments comprised 1.4 percé@DP in the U.S. and 2.5 percent of GDP
across countries in the European Union.

Notably, the substantial growth in utilization a$ability benefits has occurred without
any change in the prevalence of self-reported disab (e.g. Burkhauser et al. 2001; Cutler and
Richardson 1997; Duggan and Imberman 2006). Tlggests an important role for non-health
factors, and convincing evidence exists that econeonditions affect disability program
participation. Black, Daniel and Sanders (2002) destrate that the coal boom and subsequent
bust had a large impact on disability program pgodtion in U.S. coal-producing states. Autor
and Duggan (2003) find that decreasing demandferdkilled workers and increases in their
disability benefit replacement rate have led tgdancreases in the disability participation of
high school dropouts. Autor and Duggan (2006) alsothe increasing real value of Medicaid
benefits and liberalization of the screening prea@scontributing to increased utilization of
disability benefits in the U.S.

In this paper we empirically investigate the magahé of social interaction effects in
disability pension (DP) participation in Norw&ySpecifically, we investigate how a worker’s
propensity to draw DP is affected by a plausiblggenous shock to the disability entry rate of
similarly-aged workers in the worker’s neighborhoédarge and growing empirical literature
suggests an important role for social interactiommany behavioral outcomes including teenage
childbearing (Crane 1991), educational attainm8atérdote 2001; Hoxby 2000; Lalive and
Cattaneo 2005 ), saving decisions (Duflo and S&83 criminal activity (Case and Katz 1991;

! Statistics on disability program use and expenéitwbtained from OECD (2003).

2 See also Rupp and Stapleton (1995) and Staplétdn(@998) for related studies on the impactafr®mic
climate on the application and receipt of disapitienefits.

% Throughout this paper, we employ the colloquigiressions “on disability” and “disability particigan” to refer
to the utilization of disability pension benefits.



Glaeser, Sacerdote and Scheinkman 1996; Katz, ldlagLiebman 2001; Ludwig, Duncan and
Hirschfield 2001; Kling, Ludwig and Katz 2005) anelfare participation among ethnic
minorities (Bertrand, Luttmer and Mullainathan 208@rer and Currie 2004). If social
interaction effects exist in the context of disapiinsurance, it could help explain the wide
variation in disability participation across geqgnac areas (McCoy et al. 1994) and over time.
Moreover, the magnitude of such effects is critfoalpredicting the impact of policy reforms,
demographic changes and economic shocks on diggtaliticipation rates.

In the context of disability participation, sociateraction effects could potentially
operate through a number of mechanisms. For exasmieal norms against disability
participation could reduce the desirability of papating by imposing a utility cost in the form
of social stigma (Moffitt 1983; Lindbeck, NybergdaiVeibull 1999)' The magnitude of this
stigma is expected to decline as disability pgrition among one’s peers increases, thereby
reducing one’s utility cost of entering disability. this way social interaction effects give rise t
a social multiplier that amplifies the effect ofligg changes and economic shocks on aggregate
participation rates (see e.g. Brock and Durlaufl2@laeser and Scheinkman 2003). Any
change thatlirectly affects individuals’ rate of disability use wilatre an additionahdirect
effect through the influence that one’s participathas on others.

Generating credible estimates of social interastifiect from observational data is
notoriously difficult due to problems of omittedriable bias’ Peers are likely similar in ways
unobservable in data and are also likely subjestrtolar unobserved shocks. In this paper, the
problem of omitted variable bias is addressed bgleying a novel instrumental variable (V)
strategy similar in spirit to the “partial populati intervention” approach advocated by Moffitt
(2001). Our strategy hinges on the empirical olbet#gra that plant downsizing events have a
substantial effect on disability entry rates (Regg|e and Votruba 2009). We therefore use
exposure to such events as an instrument for dability participation rate among one’s
previously employed neighbofsThe intuition behind this approach is straightfard: if social

interaction effects exist, then workers in neigtomds disproportionately exposed to plant

* Social norms are only one possible channel thraugjoh social interaction effects might operatelisability
participation. Section 2 discusses two other pdggh: leisure complementarities and informatexchanges.

> Manski (1993, 1995) catalogs the range of estimngtiroblems in observational studies of socialrattgon
effects. Our terminology varies somewhat from higarticular, what we label “social interactiorfests,” Manski
refers to as “endogenous effects.”

® Throughout, we use the term “plant” to refer te #stablishment at which a worker is employed, twisdistinct
from the firm of employment (as firms can consistruiltiple plants).



downsizing events should exhibit a relative incegassubsequent disability entry rates,
independent of one’s own exposure to plant downgizi

Social interaction effects estimated under thisthategy will not suffer from omitted
variable bias provided that downsizing rates irghbors’ plants of employment are uncorrelated
with unobservable determinants of DP participatitms identifying assumption is potentially
problematic because downsizing events concentvaitdh a particular neighborhood could
reflect or cause a decline in local economic opputies. Alternatively, plant downsizing may
be concentrated in neighborhoods populated by pensith higher propensities to utilize DP.
The richness of our data, an 11-year panel datasg¢hining socio-economic information,
employment data, and disability participation reisofor every person in Norway, allows us to
indirectly test the validity of our identifying assption.

Our analysis indicates that social interactioe@t play an important role in DP
participation. Our IV estimates suggest that amereentage point increase in the participation rate
of previously employed neighbors increased the eglosnt 4-year entry rate of workers employed
at the end of 1999 by roughly 0.5 percentage poirts has important policy implications,
suggesting the direct effect of demographic shiftdicy changes, health shocks and economic
shocks on disability participation understatesr@ayghly one third) the full response expected in
equilibrium.

2. Social Interaction Effects
The logic of social interaction effects rests otiorts of utility interdependence. That is, when
one’s peers engage in a particular behavior, itpmdantially affect one’s own utility from
engaging in that behavior. In the context of disghparticipation, this interdependence could
operate through at least three channels: sociaisianformation and leisure complementarities.
Disability participation is likely affected by satinorms regarding “appropriate”
participation behaviof.Coleman (1990) defines a social norm as a rulebfwvior that is
enforced by social sanctions, which can take thm faf stigma. Social interaction effects arise if
social norms are conditional in nature, that isewkthe stigma associated with not adhering to a

norm is felt more strongly when one’s peers adbetbe norm. For instance, a person with a

" See Moffitt (1983), Besley and Coate (1992) amibbieck, Nyberg and Weibull (1999) for theoreticaldels of
social norms and economic incentives in the welésage.



marginal disability would likely feel a higher degrof social stigma from drawing disability
benefits if surrounded by peers devoted to thenkwbhus, as disability participation increases
among one’s peers, the incentive to apply for DBragmon-recipients is expected to increase.

There exists some empirical evidence that suggestsiportant role for social norms in
welfare utilization. Though not specific to disatyilprograms, Moffitt (1983) finds evidence for
a stigma related disutility of welfare participatiddoran and Austin (1974) document negative
self-characterization and lack of self respect agnealfare recipients. Flaa and Pedersen (1999)
document that 20 percent of welfare program renigien Norway feel a loss of social approval.

In addition to the stigma associated with sociahmagainst drawing disability,
navigating the application process may incur a tostrms of time and frustration. Peers
familiar with this process can be a valuable soofdaformation for would-be applicants,
reducing the cost of filing an application. Thisommation transfer implies that the cost of
applying for disability is lower when more of ongieers draw disability.

Alternatively, a person on disability will have nedime available for leisure activities
than one engaged in work. Disability participatipnone’s peers can increase one’s value of
leisure, making it more attractive to draw disabilSimilar to social norms and the information
channel, this implies that a person’s likelihoodidwing disability increases when participation
among his peers increases.

Regardless of the channel through which sociatacten effects operate, these effects
give rise to aocial multiplier, and possibly to multiple equilibria, that am@githe effect of
policy changes, demographic shifts and health on@aic shocks on aggregate participation
rates’ Any change that directly affects an individuallelihood of drawing disability will have
an additional indirect effect through the influertbat the individual’s participation has on
others. For example, if an economic shock decrdaagsespportunity cost of drawing disability
for a subset of workers, the subsequent increadesaility participation could reduce the
stigma associated with drawing disability, ther@imreasing participation rates even among
those not directly affected by the shock. This-seififorcing process continues until a new

equilibrium is reached.

8 For a formal analysis see e.g. Glaeser and Samaink2003) or Brock and Durlauf (2001).



3. Disability Pension Program in Norway

The Norwegian Disability Pension (DP) prograserves a similar function as the combined
disability programs of Social Security Disabilitysurance (SSDI) and Supplemental Security
Income (SSI) in the U.S. A basic and a supplemgrtansion provide a benefit that is
increasing and concave in prior earnings simil&8%®I, and a special supplement ensures a
minimum benefit amount similar to SSI. Even thotigg Norwegian and U.S. programs have
similar benefits formulas, increasing at a decregasate in past earnings, the Norwegian
disability program is more generous, providing ghler earnings replacement rate particularly
for low income workers.

Another important difference between the Norwegiad U.S. programs is that the
Norwegian program allows workers to apply for DRle/still employed. As a result, it is
common for Norwegian workers to receive “sick mdngyor to transitioning from employment
onto disability without ever being unemployed. Sickney refers to temporary assistance (up to
one year) provided to disabled workers, ensuringebis equal to 100 percent of earnings up to
some maximum level. After one year, workers canvdzssomewhat smaller rehabilitation
pension until returning to work or entering DP. Digrthe first 12 months of sick absenteeism,
when the worker is typically covered by sick mondgywegian law makes it particularly
difficult to formally dismiss sick workers. There& unlike the U.S., it is not uncommon for
disability entrants to enter directly from employrmheéMoreover, sick money use at a given time
is a strong predictor of future entry onto DP.

It is also worth noting that workers applying fasability benefits can receive a
temporary disability pension if it is apparent thia¢ worker will qualify for the permanent
benefit. In measuring DP patrticipation we incluaghbtemporary and permanent DP recipients,

as the vast majority of temporary DP recipient®gdo receive permanent DP.

4, Empirical Strategy

Identifying social interaction effects in obsereai@l data presents a notoriously difficult
challenge. An immediate problem is determining pjorapriate definition for “peer groups.”
Defining peer groups from existing data sourceswsys somewhat arbitrary. Ideally, we would
like to identify individuals with whom a given wagkinteracts. Lacking such data, peer groups

° See Rege, Telle and Votruba (2009) for a moreilddtdescription of Norway’s disability pension gram.



are commonly defined by geographic proximity andpicharacteristics suggestive of “social
proximity” (e.g. similar socio-economic or employme&haracteristics). In this paper, peer
groups are defined as workers of similar age regiii the same neighborho8t Norwegian
neighborhoods are sufficiently small that it isseaable to believe workers within a given
neighborhood do in fact interact with one another.

A more vexing problem is the econometric challeofyproducing plausibly unbiased
estimates of peer effects given numerous potestiaices of omitted variable bias. To
demonstrate, consider a straightforward empiricad@hintended to estimate the contemporaneous
effect of peers’ DP patrticipation rate on one’s gwabability of utilizing DP, illustrated here ihe
form of a linear probability model:

(1) DPy,=a,+a,X,+a,P,+¢FPeerDPy, + &,

where
DPy;, ~ indicator that persardraws DP in yeay
PeerDPy; ~ participation rate amonis peers in yeay
Xi ~ vector of exogenous characteristics ofqers
P; ~ vector of exogenous characteristic§ ®peer group
& ~ error term with mean zero

The parameter of interest in equation (1¥¢jsntended to capture the effect of peers’ DP

participation ori’s likelihood of drawing DP. Provided the peer papation rate is independent

of unobserved (or uncontrolled for) determinantshdividual participation, estimation of (1)

19 Norway is divided into 14,211 geographically-defimeighborhoodsytunnkrets) that are small in both
geographic area and population. On average, awidhuil lives in a neighborhood with 614 native zztis. The
mean neighborhood size in our analytic sample is 88 difference resulting from our exclusion afriers in the
smallest neighborhoods.



provides an unbiased estimategofln the parlance of the literature in social iatgion effects,

1+ ¢ represents the social multiplier. That is, forfisigntly largeN, the expected peer

participation rate approximately equéls- ¢)A when the expected peer rate in the absence of

social interaction effects .

The plausibility of the identifying assumptionthre contemporaneous model is undermined
by several potential problem§First, because individuals self-select into neaghbods, it is
possible that neighbors are similar in terms ofrthebability of becoming disabled or their
distaste for work, yielding higher DP participati@ies in some neighborhoods than others.
Second, workers within a given neighborhood arelaimm terms of the economic environment in
which they work and/or search for work. Third, e screening process applied to applicants
could vary across different locales affecting DEerates across neighborhoods. For these reasons,
we might expect a positive within-neighborhood etation of DP entry behavior even in the
absence of social interaction effects. Importarttigre are limits in the extent that charactesstit
individuals and peers can be controlled for sindg oharacteristics unaffected by DP participation
are appropriately included in such a model. Incoma@k history and even marital status are just
some of the characteristics that probably shaatde controlled for, since each is likely

endogenous with DP patrticipation. Notably, the andissignment of persons to neighborhoods

1 Manski (1993, 1995) provides a more complete aterpl analysis of thesflection problemin identifying social
interaction effects. Our discussion of the ideaéfion issues is intended to address issues relevére context of
disability application and participation.



would alleviate only the self-selection bias probjenot the other two sources of bias, which
highlights the difficulty in generating plausiblstenates of social interaction effects in a

contemporaneous model of DP participation.

4.1 Instrumental Variable Approach

Our approach for addressing these omitted variaibke problems is to exploit recent and plausibly
exogenous shocks that affect DP participation. sategy specifically uses exposure to plant
downsizing events to instrument for the DP par#tign rate of previously employed workers in
one’s neighborhood. This strategy hinges on twisfabout disability participation. First, exposure
to plant downsizing is a strong predictor of a vk likelihood of entering disability in Norway,
as previously established in Rege, Telle and Veti@909):? Second, disability participation is
“sticky,” in the sense that participants rarelyteke systent® As a result, neighbors’ exposure to
plant downsizing affects their subsequent rate Bfullization, and this effect persists over time
even in the absence of social interaction efféte drawback of this strategy is that exposure to
plant downsizing is confined to persons employeal given point in time. We therefore restrict our
attention to persons working at a certain poirtinire (the end of 1995), both in our sample and in
our construction of peer groups.

The logic underlying our IV strategy is fairly styatforward. Peers’ exposure to plant
downsizing events affects their DP participatiote ra a later date. For workers still employed at
that later date, we investigate whether downsiatyiced variation in the peer participation rate
contributes to variation in DP entry rates goingMard. Provided that the recent exposure of one’s
peers to plant downsizing events is independenhobserved determinants of subsequent DP
entry, the sources of positive bias discussed abmdd be alleviated.

Figure 1 provides a visual depiction of the setectriteria we employ, as well as the
timeframe of our analysis. Our sample of workensststs of native Norwegian workers, age 45-63
in 1999“, employed full- or part-time in both 1995 and 1989vorker’s “peers” are defined as
similarly aged Norwegians, employed full- or pamé in 1995, and residing in the worker’s

neighborhood in 1995.

12 See also Reed and Fevang (2007) and Huttunen, BhakBalvanes (2006) for how downsizing and
organizational change affects workforce participatinore generally.

13 Less than 1% per year (Annual Statistical Yearb2@®3, Norwegian National Insurance Administration)
14 We always refer to the employment status and atfee@nd of a given year (i.e. 12/31/yyyy).



Operationally, we implement a two stage linear phlity model (2SLS})> The first stage
equation predicts the DP participation rate amiespeers at the end of 2060

(2)  PeerDP2000; = f;+ B4X; + f,P; + B3N, + ,PeerPDR; + v,

where

PeerDP2000; ~ participation rate amorifs peers in yeay

Xi ~ vector of characteristics of person

P; ~ vector of characteristics 0§ peer group

Ni ~ vector of characteristics B$ neighborhood and municipality

PeerPDR, ~ vector characterizing exposurei'sfpeers to plant downsizing events
between 1995 and 1999

Vi ~ error term with mean zero

The second stage equation determines the likelitiwatch worker who is employed in 1999
draws disability in 2003:

(3) DP2003, = a,+ a,X, +a,P, + a;N, + a4Peer_ﬁ_ﬁiﬂﬂﬂi + g

wherePeerDP2000, is the predicted peer DP participation rate fratingation of the first-stage
equation.

Peers’ exposure to plant downsizing (i.e. the welegerPDR)) is characterized along two
dimensions, based on the magnitude of the dowrsthiait occurred (fraction of jobs shed at the
plant) and the industry of the plant. Specificalhg variables ifPeer PDR; capture the fraction of
peers original employed in a particular industrpiplant that downsized a particular amount: 10-
30, 30-60, 60-100, and 100 percent (i.e. “full aies). This decision was made in light of findings
reported in Rege, Telle and Votruba (2009) thatdihect effect of plant downsizing on individual
DP entry varies substantially by industry and offemonstrates substantial nonlinearities. While a

less complex specification of instruments wouldéhbeen preferred (e.g. a simple measure of the

15 Results for alternative specifications are alsgspnted.

15 We use peers’ DP rate in 2000 as our covariatetefest instead of the rate in 1999, as plant dimimy over
1995-1999 is a stronger predictor of DP use in 20@@ in 1999. We attribute this to the lengthplagation
approval process as well as the possibility thgppeases to downsizing events might not be immediate

10



mean downsizing rate over all peers’ plants), tfegligtive power of the instruments in the first-
stage under more parsimonious specifications weseshngly small, rendering second-stage
estimates too imprecise to be substantively meé&ulinfhe use of so many instruments raises a
well-known set of “weak instrument” problems tha address in our empirical analysis.

Under the assumption that peers’ exposure to planwnsizing events is independent of
unobservable determinants of DP entry, 2SLS wdljate consistent estimation af,. There are
several reasons why the independence assumptiobenapblematic. First, peers’ plant
downsizing experiences could be correlated withogker’'s own plant downsizing experience,
either in the past or going forward. The correlatiath a worker’'s own past plant downsizing
experience is particularly likely since workers aoenetimes employed in the same plants as their
neighbors. We address this concern through robsstiests, investigating whether our estimate is
sensitive to inclusion of covariates capturing akeo's past (1995-1999) and future (1999-2003)
plant downsizing exposure. Second, local plant dorimg events may be correlated with a decline
in economic opportunities or future job prospeetsrefor individuals in non-downsizing plants.
Again, we can test whether our estimate is semsitvinclusion of variables meant to proxy for
such things, such as changes in the local unem@noyrate. Finally, plant downsizing may be
concentrated in neighborhoods populated with pers@wing higher unobserved propensities to
draw sickness-related benefits. If so, we wouldeexpeer downsizing rates to be correlated with
rates of sick money and DP use prior to 1995. Tdteess of our data allows us to test this

possibility as well.

4.2  Interpreting the Social Interaction Coefficient

As suggested by the notation, unbiased estimatas affe not precisely analogous to unbiased

estimates ofp in equation (1). The relationship is complicatedanyimportant distinction between

the contemporaneous DP participation model in egugl) and the entry hazard framework
employed in our IV approach. To date, analysesi@&impirical challenges in the identification of

social interaction effects have focused entirelyl@nomitted variable bias issues faced in the

11



contemporaneous model (e.g. Manski 1993, 1995¢nitikying social interaction effects in a
hazard framework raises issues that have not Isehlished in the econometrics literature.
Specifically, we demonstrate here why non-1V estesafa, are not informative of the magnitude
of social interaction effects even in the abserfaesaal sources of omitted variable bias.

To demonstrate, suppose the DP participation rfager@presentative peer group evolves

over three period$%£0,1,2) as follows:

4) DPy=0
DP1= yYA(l+g +s1+ e
DP; = (A+ts) (It + s+t &

where
A ~ expected DP participation ratet#2 in the absence of Sl effects
(1+¢@ -~ social multiplier

y(0,1), whergA captures the group’s expected DP ratesihin the absence of SI

effects
S ~ permanent “shocks” affecting DP patrticipatioreratith mean zero
e ~ transitory variation in DP participation ratesthamean zero

This simple formulation captures three intuitiveisies of variation in the evolution of peer group
participation rates and, thus, in the corresponedimgy rates from period to period. First, peer
participation rates vary due to fixed differencesas groups, represented as variatiof.im the
absence of other variatiofL+ @A is the expected peer participation rat@, wheregis the social
interaction parameter in equation (1). Second,aitidal to our identification strategy, peer greup
might be affected by differential shocks that inglwariation in peer entry rates in each period,
represented bg. For illustrative purposes, we assume that thecteffect of such shocks
influences DP entry in the period they occur, wkiie indirect (social interaction) effect exhibits
itself in the successive period. Finally, evenhia absence of these sources of variation, we would
not expect peer participation rates to evolve agerministic fashion. Some “out-of-equilibrium”
variation is to be expected due to the randommesgei timing of individual DP entries. In contrast

to DP-inducing shockssj, we assume that out-of-equilibrium variation arfcipation ratese)

12



has no effect on the long-term equilibrium ratgaifticipation. Thus, we have represented the out-
of-equilibrium variation as a transitory phenomensurch thae; has no effect obP,."’

We now apply the relations in equation (4) to fitaié interpretation of the coefficieat,
we seek to estimate in equation (3). In the ertizalnd framework we employ, the magnitude of
social interaction effecta,) is inferred from the relationship between DP enates in period 1

and DP entry rates in period 2, idd,/dA1, where

(5) A1=DPy
and A= (DP,-DP1)/(1-DP;)

Because these rates vary differentially based ersdrce of variation, the empirical relationship
betweenl, andA; depends on the relative magnitudes of varianée & ande;.
For instance, suppose tlsgte;=0, so that variation in peer entry rates depentdsegnon

variation inA. Under our formulation, we can see

(6)  AMIOA= y(1+9)
and  dLl0A = (1+ @[ 1-y(1- 12)] / (1- 1)

Thus, if differential group characteristics are timty source of variation

(7)  OAdora= [1-y(1- 22)] 1 y(1- A1)
and Aol > (1-Ply asii,ja> 0

This indicates that when entry rates are smalldiffierential group characteristics are the only
source of variation in peer group entry rates etmpirical relationship between period 1 entry rates

and period 2 entry rates are not informative ofdize of the social interaction effect. Under our

" An alternative way of incorporating out-of-equiliom variation would be to allowto vary across peer groups,
and this produces identical implications as thosealigcuss. It should also be noted that the presehsocial
interaction effects could itself be a source ofafiequilibrium variation, due to the time required peer groups to
equilibrate from past DP-inducing shocks. Our sierfprmulation does not accommodate this sourcaibbt
equilibrium variation since we have assumed thiitlmpeer participation rates are zero. Nonetreltdse
implications are similar to those we discuss.

13



formulation and assuming periods of equal lengttiiaty~0.5), we might expect non-1V
estimation of equation (3) to produce estimates oflose to 1.
A similar result occurs if the only source of véipa in peer group entry rates is differential

out-of-equilibrium behavior. In this case,

(8)  04aodi= dholder= (1 22)(1-21) > -1 asii, 2> 0

Again, when entry rates are small, the empirictienship between period 1 entry rates and
period 2 entry rates are not informative of the izthe social interaction effect. Instead, we ladou
expect non-IV estimation of equation (3) to prodasgmates o, close to -1.

Only in the case where variation in period 1 peeug entry rates are driven entirely by
variation in DP-inducing shocksf is the relationship betweeh andA; informative of the

magnitude of social interaction effects. In thisesa

(9) OhfOMi= (p+ A2) [ (1-21) 2 @ asli, 422> 0

Thus, only by specifically identifying., from exogenous shocks to (period 1) entry ratesna
hope to uncover a meaningful estimate of the saciataction effect in a hazard model framework.
In contrast, non-1V estimates in the hazard modehework are almost certainly useless as
estimates of the social interaction effect. We tloaless produce (non-1V) OLS estimates of
equation (3) to assess the expected directiomiéfsample bias in our IV estimates. We return to
this issue in Section 6.2. For the purpose of pcodpanalogous non-1V estimates of the social
interaction effect, we instead estimate a conteayp@wus DP participation model analogous to
equation 1 and discuss it in Section 6.3.

Two other points should be made about interpretimglV estimates of,. First, since our
IV estimate ofx, represents an estimatedib/ol;, the fact that entry rates are nontrivial matfers
its interpretation. Specifically, as equation (@Jicates. represents an upward-biased estimate of
@, with the degree of bias depending on the madaitf entry rates. The empirical relevance of
this is discussed in Section 6.3. Second, sodi@taction effects could take longer to fully

materialize than our estimation model (and datapallt is also conceivable that part of the social

14



interaction effect materializes prior to 1999. ither case, this would lead us to understate the

magnitude of social interaction effects.

5. Dataset Description

Our analysis utilizes a database provided by Sizdislorway called=D-trygd. FD-trygd

includes a rich longitudinal dataset containingords for every Norwegian from 1992 to 2003.
The variables captured in this dataset includeviddal demographic information (sex, age,
marital status, number of children), socio-econodaita (years of education, income, wealth),
current employment status (full time, part timenaripart time, self-employed), industry of
employment (if employed), indicators of participatin any of Norway’s welfare programs, and
geographic identifiers for municipality and neighih@od of residence.

In addition,FD-trygd contains records for employment “events” since-tr8@5. These
events, captured by individual and date, includeyeand exits into employment, changes in
employment status (full time, part time, minor parte), and changes in plant and firm of
employment. These employment events are constrbgteldta analysts at Statistics Norway
from raw employment spell records submitted by @ygis, and verified against employee
wage records (not available to us) to ensure thdityaof each spell and to eliminate records
pertaining to “secondary” employment spéfis.

From these two data sources, four set of varialsge created for use in our analysis,
described below. The covariates used in our estmatodels are described in greater detail in

Appendix A.

5.1 Plant Downsizing Variables

Based on the employment records, we constructed-{@ael employment counts at the end of
years 1995, 1999 and 2003. The counts were cotstias measures of full-time equivalents
(FTEs), with part time and minor part time employimmeasured as 0.67 and 0.33 FTEs,
respectively. Excluded from these counts were arggns identified ifFD-trygd as self-
employed or receiving assistance that should hesdyzled full time work (those receiving

unemployment benefits, a rehabilitation pensioa drsability pension). Plant-level FTEs were

18 |f an individual was employed in multiple plantsaagiven time, primary employment was determirredhf
employment status and recorded income from eaatteaf employment.
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then used to construct measures of plant downs@reg two periods of time: from 1995 to
1999 and from 1999 to 2003. The measures, whictefee to as the “plant downsizing rate”
(PDR), capture the percent decline in FTEs ovep#red. For instance, plants that fully closed
over a given period were recorded as having a POB=that period; plants with FTE counts
declining by 50 percent were recorded as having#DR Plants that grew over a given period
were recorded as PDR=0 for that period.

As our empirical strategy relies on the powerlahpdownsizing events to predict
subsequent entry onto disability, we choose tosamudownsizing events in reasonably large
plants. Specifically, the PDR variable was setamw#or workers employed in plants with fewer
than 5 FTEs in the baseline year. Approximatelypéfcent of workers were in plants of this size
in 1995.

52  Worker Sampleand Characteristics
Our analytic sample consists of native Norwegiages4b-63 employed either full time or part
time in 1999, and also employed full time or parne in 1995. We chose to focus on older
workers since these demonstrate the highest r&f@B entry. The upward age limit was
imposed to ensure that none of our sample woulkligile for the normal retirement pension in
2003 Excluded were any workers identified as self-empptbor receiving assistance that
should have precluded full time work (those reageguinemployment benefits, a rehabilitation
pension or a disability pension), as well as amgireng social assistance. We excluded those
employed in small plants (<5 FTESs) in 1999, for plaepose of controlling for worker’'s own
exposure to plant downsizing going forward (ove®9-2003). We also limited our sample to
those residing in a neighborhood in 1995 that dnathat least 10 workers age 41-62 to ensure
that each person in our sample had a reasonableerwh“peers” under our definition of peer
groups. Finally, we omitted 907 workers who hacneed a disability pension any time between
1995 and 1999, as well as one worker missing indeesdth variables in 1999. The resulting
dataset consists of 378,148 workers residing i@A®different 1995 neighborhoods.

Variables capturing individual socio-economic @weristics were constructed based on
records for 1999. These variables include age,esxgation, marital status, number of children,
personal income, other household income, net haldeealth and an indicator for receipt of a

1 The age of eligibility for the normal retiremersrsion is 67.
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widow(er) pension. Employment-related variabledude an indicator for part time status,
tenure at current firm, plant size in 1999, andteen industry indicatorS. The PDR of the
worker’s 1999 plant (1999-2003) was captured, dsasethe past PDR (1995-1999) for the
worker’s 1995 plant of employment. For the purpasfesontrolling for workers’ own exposure
to plant downsizing events, individual downsizirayariates were constructed as 56 dummy
covariates based on the worker’s industry and tagmitude of downsizing (10-30, 30-60, 60-
100 or 100 percent) occurring at their plant oherdpecified period. Personal income and
household wealth in both 1995 and 1999 were alptupad, allowing us to control for changes
in the workers’ economic standing.

Our outcome of interest is an indicator varialdptaring whether the worker received
either temporary or permanent DP at the end of 2008 the one caveat. For workers who died
or emigrated prior to 2003 and those drawing aly eafirement pensidti in 2003, the indicator
was set to one if the worker received DP prioh®évent occurring. In sum, 6.9 percent of our
sample received DP in 2003. Summary statisticghi@remaining individual-level variables are
presented in Table 1 (panel A).

5.3  Peer Groupsand Characteristics
As described in our empirical strategy, we defirerpgroups based on age, neighborhood of
residence (in 1995) and employment status. Spatiifimeighbors are included in a worker’'s
peer group if they were age 41-62 and employediutlart time in 1995. The upward age limit
was imposed to ensure that peers were not elifpblihe normal retirement pension in 2000.
We defined peer groups based on 1995 neighborhafodsidence in case local downsizing
events influenced worker mobility. If so, definipger groups based on 1999 neighborhood of
residence could lead to estimation bias througbhimrhood self-selection.

Similar socio-economic and employment variablethase described for the worker
sample were constructed at the peer group levielguscords for 1995. Summary statistics for

these characteristics are presented in Table E[(EnContinuous variables were converted to

20 coded based on major categories in the Classifitaf Economic Activities in the European Communit
(NACE), with certain categories combined due tolssanple sizes (agriculture, hunting and forestag
combined with fishing; activities of households veasnbined with other community, social and perseealice
activities; extra-territorial organizations and mdwas combined with public administration ancedst).

2 1n some firms, workers satisfying specific worktoiry requirements can qualify for an early retieetrpension
(AFP) at age 62.
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categorical variables to create the peer-level cates used in our estimation models. For
instance, the age and sex composition of a worleréss was captured as the fraction of peers in
14 age-sex categories (three-year age intervasaicted with sex). Peers’ income and wealth
were each captured as the fraction of peers inatgories based on the™@5", 50", 75" and

90" percentiles for the distribution of the relevaatigble over the full sample of peers.
Additional program participation variables wereatesl for the fraction of peers on social
assistance, receiving sick money at the end of B@%fving received sick money at any time in
1995. Peers’ industry of employment was captureti@$ractions in 14 industry categories. As
described earlier, the peers’ exposure to dowrgieuents was captured as the fraction of peers
in a given industry whose plant downsized a spatifimount (10-30, 30-60, 60-100 or 100
percent) over 1995-1999, for a total of 56 peermkwng variables.

Finally, the DP rate of each worker’s peers wasstrocted as the fraction of peers on
permanent or temporary DP in 2000. As in the wosianple, we included in this fraction any
peers who received DP prior to dying, emigratingl@wing an early retirement pension in
2000. Over our sample of workers, the mean padimp rate of the workers’ peer groups was
7.4 percent in 2000.

54  Other Municipal and Neighborhood Level Characteristics

We created additional variables to capture charigtitss of the 1995 municipality and
neighborhood of residence thought to potentialfjuance DP entry behavior. These include
total native population; fraction of immigrantsaédtion of natives age <18, 18-41 ax&P years
old; mean income and wealth; and unemployment’faelditional variables capture the
fraction of neighborhood and municipality residemige 41-62 in 1995 in nine mutually
exclusive “status” categories: receives permanesatbdity, receives temporary disability,

receives rehabilitation pension, receives day m@negmployment), unemployed without

% The income, wealth and unemployment rate variabkse calculated over natives age 22-67. For tatiog the
unemployment rate, the “employed” were countechasd working full time or part time, and the “unéayed”
were counted as those neither working nor self-eggal and having received unemployment benefitegistered
as “looking for work” in the past year.
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receiving day money, self-employed, employed fuatlet, employed part time, employed minor

part time?® Summary statistics for these variables are predantTable 1 (panel C).

6. Empirical Results

6.1 Preliminary First Stage Results

Our IV strategy hinges on the fact that plant daring events affect individual DP entry, so
that peers’ exposure to downsizing (1995-1999)mansed to predict the DP entry rate of one’s
peers (to 2000). Table 2, Panel A reports lineduSestimates of the effect of peers’ exposure
to downsizing events on the peer DP rate in 200@0trkers in our sample (i.e. our first stage
model, equation 2). Covariates capturing the irthligi, peer, neighborhood and municipal
characteristics in Table 1 are included in this alhdubsequent model$Of particular note, a

set of 56 covariates captures the fraction of ope&rs employed in plants of a particular
industry and siz&

While the majority of the estimated peer downsizingfficients in the first stage model
are positive (see Table 2), there is substanti@tian in these estimates. Twenty-one of the
estimates are actually negative in sign, with ditaese (marginally) significarif. The
aggregate predictive power of the peer downsizowvgudates is quite low, producing an F-
statistic of 2.29. As a result, including the fedit of peer downsizing covariates in the instrument
set raises a well-known set of “weak instrumenthpems?’ First, IV estimates based on the full
set of potential instruments are expected to stiften “finite sample bias” towards the OLS
estimate. Second, the asymptotic assumptions ymagitonventional hypothesis testing break
down in the face of weak instruments, leading catieeal standard errors to exaggerate the

precision of IV estimates. Third, if the instrumgare not entirely exogenous, the expected bias

2 A tenth (omitted) status category consists of gessneither employed nor receiving DP, rehabibtagyension or
day money. We distinguish between this group andetfunemployed without receiving day money” based
whether the individual had registered as “lookingwork” in the past year.

24 See Appendix A for further details regarding thelided covariates.

% Doing so addresses potential bias arising fronfabethat we do not capture downsizing outcomepéers
originally employed in small plants.

%6 The PDR covariates demonstrating small or negatwedficients in the first stage model are gengréibse
demonstrating smaller effects in similar modelénested at the individual level (see Rege, Telle ¥nttuba
2009).

%" These problems are nicely surveyed by Stock, Wagh Yogo (2002). See also Bound, Jaeger and B&aR65),
Staiger and Stock (1997), and Hahn and Hausmar8j2060important contributions to this literature.
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is more severe when instruments are weak. Thuenpal violations of the identifying

assumption are of greater concern when instrunssts/eak.

6.2 TheWeak Instruments Problem and Alter native 2SL S Estimates
While asymptotic efficiency is obtained from incind all valid instruments, the finite sample
properties of IV estimates can be improved by s$elely excluding valid instruments with weak
power (Stock, Wright and Yogo, 2002). A numberioStrument selection” procedures have
been suggested in the econometrics literature assrfer addressing the weak instruments
problem (e.g. Hall and Peixe 2002; Donald and Ne2@81), though a standard method has yet
to emerge. For our analysis, we adopted a procedwelect among the set of potential
instruments along the lines suggested by Donald\mvaey (2001). Specifically, we sought to
exclude potential instruments to minimize the meauare error around the IV estimate, the
criteria employed by Donald and Newey.

Following Donald and Newey, we constructed a segei@h candidate instrument sets
{Z}, where K={1, 2, .., 56} denotes the number of pdewnsizing covariates in each set. The
set Z consists solely of the covariate with the largeatginal R contribution to the first stage
regression (conditional on the other covariateaghEsubsequent sets.4, consists of the peer
downsizing covariates inZ as well as the additional peer downsizing covanedth the largest
marginal R contribution to the first stage regression (cdodal on Z and the other covariates).
Thus, each Z set roughly consists of the K potential instrursguroviding the greatest power in
the first stagé®

Figure 2 presents 2SLS estimatesg{in equation 3) under alternative instrument sets
{Z «} for values of K24. The 2SLS estimates range in magnitude from @t&dn a restrictive set
of instruments (K=6) is employed to roughly 0.45antuller sets of peer downsizing covariates
are included as instruments340). While not monotonic, the 2SLS estimates dedima fairly
linear fashion as progressively weaker instrumargsadded, consistent with finite sample bias

towards a smaller OLS estimate.

2 Due to the large number of potential instrumeatsexact application of Donald and Newey’s appragas not
attempted and our approach varies in a numberspers. First, due to the large number of candidateuments,
we required that the sequence of candidate insmtisets be nested in one another (i, Z, O ... 0 Zsg).
Second, alternative sets of instruments were aactstl based solely on the power contributed byndidate
instrument in the first stage, rather than grougiotential instruments fa priori reasons.
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The results from these alternative models were tsedlculate the approximate finite-
sample bias in the 2SLS estimator and the asyneptatiance around the estimator, from which
the approximate mean square error was calculatezlfdrmulas for doing so are presented in
Appendix B. As shown in Figure 2, the approximangd sample bias is negative in sign and
growing in magnitude as weaker instruments areuded in the instrument set. The 2SLS
estimates produced using alternative instrumestreeighly coincide with the approximate bias.
Together, these results suggest that, correctefthfte sample bias, our instruments generally
produce estimates ef; of about 0.6.

Figure 3 plots the approximate mean square ersarcgged with 2SLS estimates under
alternative instrument sets. As progressively wealstruments are added to the model, the bias
of the 2SLS estimator increases but the asymptatiance around the estimator decreases.
Thus, in choosing among candidate instrument set®re essentially choosing between
estimators that are less biased but less precises/éhose that are more biased but more precise.
Our calculations indicate that the approximate nmsxprared error around the 2SLS estimator is
minimized when the Z instrument set is employed. For the remaindeofamalysis, we
therefore concentrate on 1V results using as instnts the 14 peer downsizing covariates
demonstrating the greatest power in predictingoier DP rate in 2000.

Panel B of Table 2 presents OLS coefficients framfirst stage model using our
preferred set of instruments (K=14). The exclugbweaker instruments from this model, cf.
Panel A of Table 2, had only a modest effect orctiefficients for the included instruments.
While the F-statistic (7.07) is substantially lartjean that produced using the full set of
instruments (2.29), it fails to reach levels whigre weak instrument problem can be safely
ignored (Staiger and Stock 1997). Thus, IV estisateder our preferred instrument set are still
expected to suffer (modest) finite sample bias td&éhe OLS estimate, and conventional
standard errors potentially understate the trummee around these estimates.

6.3 Main Results

The main results from our analysis are presentddbie 3. For comparison purposes, the first
two columns report non-1V estimates of the soci&iaction effect. Estimated under a linear
probability specification via OLS (column 1), owgtienate suggests a one percent increase in the

2000 peer DP rate predicts a modest 0.07 perceptageincrease in the subsequent entry rate
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(to 2003) of workers employed at the end of 1999rd@bit specification produced an estimated
mean marginal effect about 20 percent smaller. bNptghe non-1V estimates a@f, are much
smaller than the alternative 2SLS estimates inréi@u As we discussed in Section 4, non-IV
estimates oft,, are unlikely to be informative of the magnituddloé social interaction effects,
therefore the difference in the IV and non-IV esties should come as no surprise. The fact that
IV estimates ofx, are substantially larger suggests that much obittexplained variation in

peer entry rates to 2000 reflects out-of-equilibrivariation, biasing non-1V estimatesmf
downwards. The smaller magnitude of non-IV estimatier, is also consistent with our finding
that IV estimates tend to be smaller when iderdtio# of progressively larger (and weaker) sets
of peer downsizing instruments.

Columns 3-6 provide various IV estimatesafemploying our preferred instrument set.
Our 2SLS estimate is the same as that depictedliyso Figure 2 (for K=14) and suggests that
a one percentage point increase in the 2000 peeateRlue to recent downsizing events
increases the subsequent entry rate (1999-2008diders by 0.5 percentage points, a 7.2
percent increase relative to the aggregate radatoy. Estimating our IV model using limited
information maximum likelihood (LIML3® had little effect on our estimate (see columred),

did estimation using two-step feasible generalinethod of moments (results not shown).
Employing Nagar’s (1959) bias-corrected 2SLS matihel ,estimateet., increases about 12
percent. Across each of these specifications, atanests of overidentifying restrictions passed
easily. In an IV-Probit specification, the estinthteean marginal effect is about 13 percent
smaller than suggested by the linear models.

For comparison, columns 7-10 report 1V results gsire full set of peer downsizing
covariates as instruments. As anticipated by Figuthe 2SLS, LIML and IV-Probit estimates
are modestly smaller than before, a result congistéh increasing finite sample bias, while the
bias-corrected 2SLS estimate is somewhat largestsTa# overidentifying restrictions fail in
each of these models, another reason we conceatrdke findings using our preferred
instrument set.

As mentioned earlier, the conventional standardremeported for our IV estimates

should be interpreted with caution as they potéptaverstate the precision of our estimates due

2 LIML estimators are known to be less biased ti®it® but suffer from larger small sample variatibfalfn,
Hausman and Kuersteiner, 2004).
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to the weakness of our instruments. To evaluatexkent of this problem, we compared the
conventional confidence interval around our 2SLi8rexe to that calculated using the
“conditional likelihood ratio” approach developey Moreira (2003)° There was very little
difference between the two confidence intervalswnaluated at either the 95 percent or 99
percent levels, suggesting that the conventioaaldstrd errors provide a reasonably accurate
gauge of estimate precision.

As discussed in Section 4.2, IV estimatesofire not directly interpretable as estimates
of ¢ in the contemporaneous model of social interactfbects (equation 1). Instead, IV
estimates ofr, represent upwards biased estimateg,afith the level of bias determined by the
DP entry rate of workers in each period. Applyimgi&tion (9) to our estimates and assuming
rates of entry equal to seven percent per periodvalus to calculate rough estimategtdiom
our IV estimates. Using our baseline IV estimatalf& 3, model 3) impliegs ~ 0.40, while the
bias-corrected estimate using our preferred ingtniraet (Table 3, model 5) impligs~ 0.46.
These estimates, while large, are nonethelesseamntiain non-1V estimates gf produced from
a contemporaneous model of social interaction effesee equation 1). As reported in Appendix
C, OLS estimation of a contemporaneous model preglaa estimate @ = 0.58. While the
samples and definition of peer groups are not idahacross the two types of modétshese
results are consistent with an upwards bias imtrelV contemporaneous model of social

interaction effects.

6.4  Robustness Tests

The identifying assumption in our IV approach iattthe plant downsizing experiences of a
worker’s peers occur independently of unobservedrdenants of DP participation. Table 4
presents the results of robustness checks tdesalidity of this assumption. For comparison,

results from our 2SLS model (Table 3, column 3)rapeated in column 1.

30 For the purposes of this comparison, the modelestimated under the assumption of independent,
homoskedastic errors. As currently available ing&athe conditional likelihood ratio test staiistican only be
calculated under this assumption. Murray (200@scioreira’s approach as “state of the art for hiypsis testing
with weak instruments” (p126).

31 |n particular, the contemporaneous model empldgssiexclusive definition for peer groups sincecarnot
exclude non-workers without excluding most DP riggifs, which might be expected to weaken the maatair
social interaction effect.
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An important concern for our identifying assumptie that exposure to downsizing is
correlated across peers, who are frequently emgloythe same plants. As a result, our IV
estimate could reflect a delayed reaction to ooe/s downsizing experience. If so, controlling for
the past downsizing events (over 1995-1999) in exe’kl 995 plants would be expected to reduce
the estimated social interaction coefficient. Adigated in column 2, controlling for the past
downsizing events in workers’ 1995 plants has igdgk impact on the 2SLS estimate, despite
adding significant power to the model (p<.0001Fdest of joint significance).

Peers’ downsizing events could also be indicativéeclining local labor market conditions,
which could influence disability entry going forvdatbiasing our estimate upwards. Columns 3-5
include additional covariates expected to capthenges in a worker’s labor market opportunities.
In column 3, we include covariates capturing dowingj events in workers’ 1999 plants going
forward (over 1999-2003). In column 4, we includeariates capturing changes in the workers’
personal income and household wealth since 19%5oltmn 5, we add county indicatéfrsnd
covariates capturing the 1999 unemployment ratenaeah income in each workers’ 1995
neighborhood and municipality. Each additionalafetovariates contributes significant power to
the model (p<.0001), but has negligible effectlmm2SLS estimate with the exception of the last,
when the estimate increases modestly.

The remaining robustness checks address the cotidrour measure of downsizing is a
fairly crude measure of individual workers’ expasto employment shocks. Workers who
switched plants over 1995-1999 are a particulaceonin this regard, since they may have been
exposed to downsizing in their subsequent plamtsyay have been laid off from a plant that
subsequently increased employment. Column 6 therefstimates the 2SLS model excluding
workers who switched plants. Column 7 reflects\ameamore conservative approach, restricting the
sample to non-switchers in stable or growing plaver 1995-1999. We perceive this last model as
a particularly strong test of social interactiofeefs, since the sample excludes all workers dyrect
exposed to downsizing everifdnterestingly, the 2SLS estimate increases someivimagnitude
when plant switchers are excluded (column 6), gestaflecting that social interaction effects are
stronger for workers with more stable employmemieled, it seems reasonable to think that

“stable” workers might have stronger social tiegh@ir neighbors, though we have no way of

32 Norway is divided into 19 counties.
% This specification most closely resembles thetiphpopulation intervention” approach advocatedvinffitt
(2001).
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confirming this. Further restricting our samplehose in stable or growing plants had only a small
effect on our estimate (column 7). Therefore, @mss unlikely that our estimate reflects a bias from

unobserved employment shocks that are correlatddtiae peer downsizing instruments.

6.5  Specification Tests

In this section, we explore the possibility thati@aon in pre-existing unobservables is potenyiall
correlated with the variation PeerDP200Q explained by our instruments. We primarily have two
unobservables in mind, which could be labeled Hyoasl “propensity for work” and “propensity
for drawing disability-related benefits.” For insta, if workers with lower propensities for work
are those with peers disproportionately exposeabtbtensizing, this would bias IV estimates of the
social interaction effect upwards. A number of glaie stories could lead to such a bias.
Downsizing events might be concentrated in are#s génerally poorer employment opportunities
or in areas where attachment to the labor forgemerally weaker. Alternatively, since workers sort
themselves into neighborhoods for reasons unobdenarkers with weaker attachment to the
labor force might self-select neighborhoods whéaateemployment patterns are less stable.
Similar stories could be told that would lead toretation between the explained variation

in PeerDP200Q and the unobserved propensity for drawing disgiaenefits.

In the following specification tests, we use olisdroutcomes prior to 1995 to proxy for the
unobservable propensities for work and for dravdisgbility-related benefits, and estimate the
“effect” of PeerDP200Q on these outcomes. A significant coefficient repnés a potential source
of bias.

Table 5 presents two sets of results in this teg2anel A reports 2SLS estimates for the
“effect” of PeerDP200Q on the probability a worker in our sample is emplbyull- or part-time at
the end of each calendar year. Panel B reportogmas estimates for the probability a worker
received sick money at the end of each year. Cdraterg on results prior to 1995, downsizing-
induced changes PeerDP200Q are positively correlated with labor force attachirend (weakly)
negatively correlated with sick money use. As alltes/e might expect our IV estimates to suffer
from a negative bias. Notably, these relationshi@nge signs after 1999. In particular, we find a

strong significant effect d?eerDP200Q on sick money use after 1999, consistent with the

emergence of a positive effect of peers’ downsizrgosure on workers’ willingness to takeup
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sickness-related benefits. One troubling findin@ able 5 is the marginally significant “effect”

of PeerDP200Q on employment in 1997. This finding could potelhfigeflect declining labor

market opportunities among workers in peer grouggrdportionately exposed to downsizing.
However, if this were a serious source of biasywsald have expected our estimate to decline
under the sample restrictions discussed above éldolumns 6 and 7).

A potential problem with the specification testegented in Table 5 is that the observed
outcomes relate specifically to our sample of woskerho were required to be employed in both
1995 and 1999. As a result, variation in local talmarket conditions or in worker tastes might not
be captured in the outcomes for this select samjpl@ddress this concern, Table 6 reports the
results from similar specifications employing ndighhood-level outcomes. Specifically, we report

2SLS estimates for the “effect” BeerDP200Q on DP and labor force participation rates in a

worker’s neighborhood prior to 1995. These ratesbased on the entire population of similarly-
aged persons residing in the worker’s 1995 neididimat, not the subset of employed neighbors
used to define peer groups. Also, we exclude aar@tes from these models the neighborhood-
level covariates capturing the fraction of neiglsbordifferent employment and program use
categories since these are collinear with the onésobeing modeled. As reported in Table 6, we
find no evidence that unexplained pre-existingadt#hces in neighborhood rates of employment or

DP use are correlated with the variatiofPeer DP200Q explained by our instruments.

Taken together, these results fail to indicate phetexisting differences across individuals

or neighborhoods present a serious source of biasriestimation of social interaction effects.

6.6  Disability Pension Entry to Alter native Endpoints
While our social interaction estimate is robusintdusion of covariates intended to capture
changing conditions in the local labor market (Badb| columns 3-5), these covariates fail to fully
capture workersperceptions regarding the local labor market. Workers in nbminoods
disproportionately affected by downsizing eventsl@ddorm poor impressions of their labor market
opportunities, triggering an increased rate of DPyeby such workers, biasing our IV estimate
upwards. Unfortunately, we have no way of diretdisting whether peers’ exposure to downsizing
events affects workers’ perceptions in this way.

As an indirect test, Table 7 presents 2SLS eséisnat the social interaction effect altering

the “endpoint” at which DP use is measured. If Wuestimate merely reflects workers’ response to
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the psychological shock of observing local dowmgizévents, we would expect the DP entry
responses to be fairly contemporaneous with tharogace of those downsizing events. That is, we
would expect the social interaction coefficientlevel off” rather quickly. Instead, we find no
evidence that the DP effect has “leveled off” bp20While this result does not preclude a
potential “psychological effect” bias, it does undee the argument that our estimate is merely an
artifact of this bias. Moreover, since the soaméraction coefficient increases substantially over
the last year for which we have data, it suggéstsdur estimate understates the full magnitude of
the effect that would be observed in equilibrium.

7. Conclusion

In this paper we estimate the magnitude of sontaraction effects in disability pension
participation among older workers in Norway. Speeify, we investigate how workers’ propensity
to draw DP benefits is affected by the disabiligytizipation of their “peers,” defined as neighbors
of similar age and employment status. To addresgessof omitted variable bias, we use peers’
exposure to plant downsizing events to instrumenpéer rates of DP entry. To our knowledge,
this is the first study to examine social interateffects in disability participation.

Our linear probability estimates suggest that apsreentage point increase in the DP
participation rate of previously employed neighbioseased the subsequent 4-year entry rate of
employed workers by about 0.5 percentage pointsnOu-linear (probit) IV estimate is somewhat
smaller (0.44 percentage points), but remains largehighly significant. The presumed direction
of finite sample bias suggests these are conseevestimates.

The causal interpretation of our social interacestimate depends critically on the
assumption that peers’ exposure to downsizing evsnhdependent of unobservable determinants
of disability entry. Ex ante, one might reasonably expect downsizing evenbketoconcentrated in
neighborhoods with workers having higher pre-emgspropensities for entering disability.
However, we find no evidence that the variancederP rates induced by peers’ exposure to
plant downsizing events is associated with thehi®ghood rate of DP use prior to the relevant
downsizing events. Workers in peer groups dispitopuately exposed to downsizing havigher
rates of employment aridwer rates of sick money use prior to the downsizingnés suggesting, if
anything, our estimate is bias downwards.
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Alternatively, local downsizing events could adedysaffect local labor market conditions,
causing a rise in disability entry rates indepena@¢many social interaction effect. Our robustness
tests fail to provide support for such a bias. Wik cannot entirely rule out the possibility that
estimate is contaminated by the psychological efféobserving local downsizing events, our
estimates of the social interaction effect to défe points in time shed doubt on this as a major
source of bias.

These findings suggest that the social multipheatisability participation when measured at
the level of Norwegian neighborhoods in 1.4. As destrated in Glaeser, Sacerdote and
Scheinkman (2003), the level of aggregation caatiyraffect the size of estimated social
multipliers. Norway has a particularly homogenepapulation, which could contribute to
especially large social interaction effects. Noek&ths, our results suggest a social multiplierlami
in magnitude to those estimated by Glaeser, Sateatm Scheinkman (2003) in college dorm rates
of fraternity membership and county-level crimesgat

A social interaction effect of this magnitude Ivaportant implications for research in
disability insurance participation. Social interanteffects could conceivably explain the large
variation in SSDI participation across U.S. couniglcCoy et al. 1994). They could conceivably
contribute to the sizable labor supply respongs#idability benefit increases observed in Canada
(Gruber 2000), as well as the large SSDI respanfiget coal boom/bust observed in coal-producing
states (Black et al. 2002). To the extent thatadomtworks are defined along socio-economic lines,
they could help explain the large increase in digglparticipation among low-skilled U.S.
workers, attributed in Autor and Duggan (2003)he declining demand for low-skilled workers
and an unforeseen increase in their disability fiereplacement rates. As a general empirical
matter, the existence of large social interactidects requires careful interpretation of estimates
meant to capture the individual-level determinarftdisability participation to the extent these
determinants are concentrated within particularsoetworks. Such estimates likely exaggerate
the individual-level importance of such determirsawhile understating the full (aggregate) effect.

For policymakers, our results lend empirical suppmconcerns about the potential
development of welfare cultures arising from poaldgsigned disability insurance programs. From a
social welfare perspective, the existence of |a@®al interactions could dramatically affect the

socially optimal replacement rate in social inseeprograms, an issue that has received little
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attention in the program design literatdfé&he existence of social interaction effects waalkb
strengthen arguments made by Autor and Duggan §2@@6arding the importance of developing
screening procedures that better identify the iddils meant to be covered by disability insurance
programs. Finally, our results indicate that e§dd reduce the impact of economic shocks on
disability entry (e.g. retraining programs, job redaassistance) would, if effective, also reduce

disability participation among persons not directfiected by those shocks.

34 Kroft (2008) is a notable exception.
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Appendix A: Covariate Details
The table below describes the exact covariatesdec our estimation models.

Characteristic | Covariates | Analyses | Comments
Panel A: Individual-level characteristics (in 1998less otherwise indicated)
sex/age indicator for female, plus third-ordemll
polynomial of age interested with sex
personal income third-order polynomial all inclu@disnon-capital sources of
income, including government transfers
other household income third-order polynomial all otat household income net of personal
income
household wealth third-order polynomial all
education indicators for educatiog9, 13-15, all missing assigned to omitted category
and=>16 years (10-12 years)
marital status indicators for married, widowed, apdll missing assigned to omitted category
divorced (single)
number of children indicators for 1, 2-3, angi4 all number reflects count of persons <18
years old in household
receives widow(er) pensior]  indicator all
employed part-time indicator all
tenure at plant indicators for 1-3, 3-5, arneb years | all
1999 plant industry/size indicators for plant inawug14 all 42 total, one omitted due to colinearity;
categories) and size (3 categories: b- sample excludes those in (1999) plants
25, 25-100, an&100 FTES) employing <5 FTEs
1999 plant industry/PDR indicators for plant indygti4 Table 4, (3)-(7) 56 total
categories) and 1999-2003 PDR (4
categories: 10-30%, 30-60%, 60-
100%, and 100%)
1995 plant industry/size indicators for plant industry and size Table 4, (2)-(7) 56 total, one omitted due to cedinty
(4 categories: <5, 5-25, 25-100, and
=100 FTEs)
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1995 plant industry/PDR

indicators for plant indygti4
categories) and 1995-99 PDR (4
categories: 10-30%, 30-60%, 60-
100%, and 100%)

Table 4, (2)-(7)

56 total, set to zero if worket§95
plant employed <5 FTEs

Aincome/wealth, 1995-99

third-order polynomials ¢banges
in personal income, other household
income, and household wealth

Table 4, (4)-(7)

Panel B: Peer group characteristics (in 1995)

sex/age fraction of peers in 14 sex-age all 14 total, one omitted due to colinearit
categories (age categories: 41-44, 44-
47, ... ,59-62)

education fraction of peers in three categoriesall

<9, 13-15, an@16 years of education

marital status

fraction of peers in three categorie
married, widowed, and divorced

all

number of children fraction of peers in three categg: | all
1, 2-3, and*4 children in household
receives widow(er) pensior]  fraction of peers raogiv all

receives sick money fraction of peers receiving all

received sick money in year fraction of peers wdueived earlier| all
in year (but not at end of year)

receives social assistance fraction of peers repiv all

personal income fraction of peers in six categories| all one omitted due to colinearity
defined by 18, 25", 50", 75" and
90" percentile in sample distribution

other household income fraction of peers in siegaties, all one omitted due to colinearity
defined by 18, 25", 50", 75" and
90" percentile in sample distribution

household wealth fraction of peers in six categorie | all one omitted due to colinearity
defined by 18, 25", 50", 75" and
90" percentile in sample distribution

employed part-time fraction of peers all
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tenure fraction of peers witkel year of all
tenure in 1995 plant
1995 plant industry/size fraction of peers in 5&nplindustry/ | all one omitted due to colinearity

size categories (defined same as in
Panel A)

1995 plant industry/PDR

fraction of peers in 5apladustry/
PDR categories (defined same as if
Panel A)

\

defines full set of potential instrument

total count of peers

second-order polynomial

all

e text for definition

Panel C: Neighborhood-level characteristics (in5L@Aless otherwise indicated)

total population second-order polynomial all exigdls immigrants
fraction of immigrants second-order polynomial all

age second-order polynomial for fractignall excludes immigrants

<18, 18-41, and62 years old

mean personal income second-order polynomial all ver patives age 22-67
mean other household inc second-order polynomial | al over natives age 22-67
mean household wealth second-order polynomial all ver oatives age 22-67
unemployment rate second-order polynomial all o\ives age 22-67

employment/program statt

ssecond-order polynomials for fractig
in nine mutually exclusive categorie

rall, except Table 6
S

over natives age 41-62

1999 unemployment rate

second-order polynomial

aab(5)-(7)

over natives age 22-67, set to zero if
<20in 1999

1999 mean personal income

second-order polynomial

ablet4, (5)-(7)

over natives age 22-67, set to #ero
<20in 1999

1999 “small” neighborhood

indicator identifying gaborhoods
with <20 natives age 22-67 in 1999

Table 4, (5)-(7)

Panel D: Municipal-level characteristics (in 1998ass otherwise indicated)

total population

second-order polynomial

all

exigs immigrants

fraction of immigrants

second-order polynomial

all

age

second-order polynomial for fractio

nall

<18, 18-41, an&62 years old

excludes immigrants
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mean personal income second-order polynomial all ver patives age 22-67

mean other household inc second-order polynomial | al over natives age 22-67

mean household wealth second-order polynomial all ver patives age 22-67

unemployment rate second-order polynomial all o\gives age 22-67

employment/program stattissecond-order polynomials for fractiorall over natives age 41-62, excluding thg
in nine mutually exclusive categories in worker’s neighborhood

1999 unemployment rate second-order polynomial a4ab(5)-(7) over natives age 22-67

1999 mean personal incom

e second-order polynomial

abletd, (5)-(7)

over natives age 22-67

county

indicators for county

Table 4, (5)-(7)

beal, one omitted due to colinearity

®For the purpose of creating the “employment/progséatus” covariates, all natives age 41-62 in 186t assigned to one of nine mutually

exclusive categories, defined

as:

e receiving permanent DP

* receiving temporary D

P

* receiving rehabilitation pension

* receiving day money (
» self-employed

e employed full-time

* employed part-time

unemployment benefits)

e employed minor part-time

» unemployed (without r

eceiving day money)

se

The “unemployed” category captures persons nettherently employed nor receiving day money, but wiewe registered with the government
as seeking employment in the past year. Thusjnténded to capture those who are likely stillie workforce. (This group was combined with
the “receiving day money” group for the purposeafstructing unemployment rate variables.) To enghat the status categories were mutually
exclusive, statuses were assigned in a stepwib®mfasuch that assignment to an “earlier” categwegcluded assignment to a latter category
(with the categories ordered as listed above).
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Appendix B: Calculating Approximate Biasand M SE

The following describes the formulas used for clattng the approximate bias and mean
squared error (MSE) around the 2SLS estimates mpessén Figure 2. Similar representations
for these formulas exist in the literature, althlodigese are often expressed for cases where the
second stage model includes a single endogenoasia®i” These formulas have been
modified to accommodate the presence of exogermegiates and clustering of the error terms
within neighborhood. Our notation follows that obwldridge (2002).

For a given instrument set (K), the MSE around28&S estimate can be written as:

(Bl) MSE, (Bogs) =Vary (Bogs) + (Bias, (Brgs))?

or, more succinctly,
MSE, =Var, +(Bias, )’

whereVarg denotes the variance around the 2SLS estimatoBiasd denotes the finite sample
bias.
Following Bound, Jaeger and Baker (1995), thedisample bias in the 2SLS estimator

can be approximated as:
(B2) Bias, zw

2"k

i=1
whereo,, denotes the covariance between the second stadesirsiage residuals amgk

denotes the expected change in the predicted valResrDP200Q induced by the included

covariates.

(B3) r, = E(PeerDP2000| X;,Z,, ) — E(PeerDP2000| X, )

O
An estimate ofx can be derived as the residual from the regressdiBeerDP2000, ,

the predicted value employing instrument set K{lenexogeneous covariates:

O ~
(B4) PeerDP200Q, =J, X, +F,

% E.g. Hahn, Hausman and Kuersteiner (2004).
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The denominator in (B2) can therefore be estimatesum of squared residuals from (B4).

To estimate the numerator, an estimatg ptan be calculated in typical fashion based

on the estimated residuals from the first and sestage models. In our calculations, we

estimater,, based on the K=56 model (full instrument set), mydhis value constant for

alternative K, in line with the procedure recommeth@®onaldson and Newey (2001). In doing
so, differences in the approximate bias acrossrift (K) estimators are driven entirely by
differences in the number of instruments employaditae explanatory power of those
instruments.

The variance around the 2SLS estimator is appratdachby an estimate of its asymptotic
variance. Adjusting for within-neighborhood clustey,

=1\ _i0]

24

Again, the estimated second stage residuglsviere derived from the K=56 model and held

O
(B5) \Var, =

constant across alternative models, so that differe in the estimated estimator variance across
models is primarily the result of differences ie fredictive power afforded by different
instrument sets.
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Appendix C: Contemporaneous Estimates of Social I nteraction Effects
The following table presents estimates from cont@mapeous models of social interaction
effects of the sort described in Section 4.1.

The sample consists of all Norwegians age 49-&008, consistent with the age range
used in our main analysis. Peer groups were defisall neighbors age 49-67, a less restrictive
definition than employed in our main analysis. induals in peer groups with fewer than 10
members were excluded, as in our main analysis.

The covariate of interest is the rate of DP uttlia measured over an individual’s peers.
A limited set of additional covariates was includegrevent inclusion of covariates potentially
endogenous with DP utilization. Individual-leveMamiates include third-order covariates for age
interacted with sex and indicator variables foeéheducational categories. Peer-level covariates
include the means of all individual-level covargatver an individual's peers. For the purposes
of measuring DP utilization, persons drawing arye@tirement pension (AFP) were identified
as “utilizers” if they drew DP prior to drawing nement. (This had minimal effect on the
results, but is consistent with the DP measure tlsedighout the paper.) Very similar estimates

were produced when estimated over alternative years

Effect of Social Interaction on Disability PensiBntry: Contemporaneous Estimates

Dependent variable: DP utilization in 2003

OLS Probit
Peer 2003 DP rate .581** 1.991*
(.007) (.022)
[.534]
mean 234 .234
N 857923 857923

Notes: Robust standard errors in parentheses, correstatbh-independent residuals within
neighborhoods. Mean marginal effect estimate ptesein brackets for probit model, * and **
denote significance at the 10, 5 and 1 percent.leve
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Figure1l: Empirical Strategy Timeline
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Figure2: 2SL SEstimatesunder Alternative Instrument Sets
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Figure3: Approximate Mean Square Error of 2SL S Estimates
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Table 1: Summary Statistics

Panel A: Worker Characteristics (1999)

Characteristic Fraction/Mean (s.d.)
2003 DP utilizatioh 0.069
Age 52.69 (4.715
Female 0.423
Education (years)

<9 yrs 0.133

13-15 yrs 0.318

=216 yrs 0.195
Marital status

married 0.726

widowed 0.024

divorced 0.138
Children <18 y.o.

1 0.268

2-3 0.265

>4 0.012
On widow(er) pension 0.01
Income/wealth

personal income

other HH income

net HH wealth
Emp status: PT
Tenure

1-3 yrs

3-5yrs

>5 yrs
Plant size (FTEs)

5-25

25-100

=100

315969 (169671
279240 (586291
320633 (2881228
0.08

0.208
0.160
0.579

0.231
0.267

0.318

Characteristic Fraction/Mean (s.d.)
Industry
agriculture, fishing 0.004
mining, oil 0.022
manufacturing 0.171
electric, gas, water 0.017
construction 0.055
wholesale/retail trade 0.106
hotels, restaurants 0.010
transport, communic. 0.089
financial intermed. 0.040
real estate, business 0.068
public admin, defense 0.112
education 0.136
health, social work 0.144
other services 0.026
1999-2003 PDR
10-30% 0.168
30-60% 0.108
60-100% 0.134
100% 0.060
1995-1999 PDR
10-30% 0.185
30-60% 0.076
60-100% 0.127
100% 0.075

1995 Income/wealth
personal income
other HH income
net HH wealth

258467 (126669)
222348 (285368)
141959 (2616800)

@Characteristics measured at end of 1999 unlessvatiesindicated.

®Includes workers entering DP prior to death, entigga or drawing early retirement.

“Measures decline in employment (FTEs) in worke899 plant of employment.

9Measures decline in employment (FTEs) in worke®85 plant of employment, set to zero for plant$dwer

than 5 FTEs in 1995.
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Table 1: Summary Statistics (cont.)

Panel B: Peer Group Characteristics (18995)

Characteristic

Fraction/Mean (s.d.)

2000 DP rat2
Age
Female
Education (years)
<9 yrs
13-15 yrs
=216 yrs
Marital status
married
widowed
divorced
Children <18 y.o.
1
2-3
>4
On widow(er) pension
On social assistance
On sick money
Rec’d SMin year
Income/wealth
personal income
other HH income
net HH wealth
Emp status: PT
Tenure=1 yr

0.074 (0.045),
49.75 (1.343
0.434 (0.074

0.163 (0.091)
0.286 (0.081
0.171 (0.102),

0.744 (0.145
0.021 (0.021
0.124 (0.084

0.193 (0.076)
0.154 (0.082)
0.007 (0.015)
0.014 (0.01
0.005 (0.0
0.042 (0.030),
0.118 (0.05(

250928 (37088
226370 (70577

177065 (295593

0.124 (0.05

Characteristic

Plant size (FTES)
5-25
) 25-100
=100
Industry
) agriculture, fishing
mining, oil
manufacturing
) electric, gas, water
construction
) wholesale/retail trade
hotels, restaurants
transport, communic.
financial intermed.
real estate, business
7) public adndiefense
[ 2) education
health, social work
) other services
1995-1999 PDR
10-30%
30-60%
60-100%
3) 100%

0.917 (0.043)

Peer group population

Fraction/Mean (s.d.)

0.248 (0.094)
0.282 (0.087)
0.359 (0.142)

0.006 (0.018)
0.019 (0.035)
0.167 (0.108)
016.(0.026)
0.05140)0
0.136 (0.063)
0.01620)
0.085 (0.052)
0.036 (0.029)
0.065 (0.048)
0.106 (0.067)
170(0.067)
0.151 (0.069)
038.(0.030)

0.173 (0.078)
0.081 (0.055)
0.129 (0.076)
0.074 (0.050)
118.9 (115.8)

aCharacteristics measured at end of 1995 unlessvatieeindicated.

®Includes workers entering DP prior to death, entigga or drawing early retirement.

“Measures decline in employment (FTES) in worke®84 plant of employment, set to zero for planthvi@wer

than 5 FTEs in 1995.
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Table 1: Summary Statistics (cont.)

Panel C: Neighborhood and Municipality Charactiss

Characteristic

Neighborhood (1995)
total populatioh
fraction immigrant
fraction <18 y.G.
fraction 18-41y.8.
fraction=62 y.o?
mean inco
mean wealth
unemployment rafe
fract. emp’d FT
fract. emp’d PT
fract. emp’d MPY
fract. self-emp’tl
fract. perm. DP
fract. temp. DP
fract. rehab pension
fract. day monéy
fract. unemployed

Neighborhood (1999)
mean inconte’
unemployment ratéd
<20 in neighborhodd

Fraction/Mean (s.d.)

692.3 (607.7)
0.049 (0.054
0.225 (0.065),
0.518 (0.074)
0.180 (0.090)
174283 (32351
35685 (128383
0.136 (0.061),
0.546 (0.099)
0.076 (0.033)
0.056 (0.029)
0.071 (0.052
0.115 (0.061)
0.002 (0.005),
0.019 (0.016
0.043 (0.028),
0.012 (0.013)

220396 (41567
0.075 (0.045
0.007 (0.083

)

Characteristic

Municipality (1995)
total populatidn
fraction ingrant
fraction <18 y0.
fraction 18-41 yo.
fraction=62 y.o?
mean incofme
mean wedlth
unemployment rate
fract. emp’d ET
fract. emp’d PT
fract. emp’d MPT
fract. self-em'd
fract. perm. BP
fract. temp. DP
fract. rehab pension
fract. day morfey
fract. unemployed
Municipality (1999)
mean incofe
unemployment fate

Fraction/Mean (s.d.)

75828.0 (116071.9)
0.055 (0.045)
0.222 (0.031)
0.529 (0.025)
0.192 (0.036)

170159 (21851)
32770 (45732)
0.144 (0.046)
0.524 (0.075)
0.073 (0.017)
0.057 (0.017)
0.080 (0.039)
0.122 (0.032)
0.002 (0.002)
0.020 (0.007)
0.045 (0.016)
0.013 (0.004)

216682 (29146)
0.079 (0.034)

#Calculated over native Norwegians.
P Calculated over natives age 22-67.
Calculated over natives age 41-62.
4Set to missing if neighborhood no longer existsartains fewer than 20 natives age 22-67 in 1999.
®Calculated over natives age 41-62 excluding thosearker’s neighborhood.

Table Notes: N=378148. Sample consists of workers, age 456309, employed FT or PT in 1995 and 1999,
excluding those in small 1999 plants (<5 FTEs)sodial assistance in 1999, missing income/wealtlabtes in

1999, or having fewer than 10 persons in definedt geoup (see text for definition).
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Table 2: Effect of Peer Plant Downsizing on PedeRd Disability Pension Utilization

Panel A: Full set of instruments

Dependent variable: Peer 2000 DP rate

PDR

10-30%

30-60%

60-100%

100%

PDR

10-30%

30-60%

60-100%

100%

Agriculture,
fishing
-.065 (.086)
-.044 (.089)
.166 (.105)
.052 (.093)
Transport,
communic.
-.019 (.030)
.084 (.032)**
.062 (.023)**

.022 (.026)

Mining, oil Manufacturing Electric, gas,
water

.056 (.046) .024 (.009)* 8Qm35)
-.003 (.040) .001 (.012) 35.0.053)
.178 (.036)** .025 (.014) .120 (.053)*
299 (.116)** .020 (.023) -.qOB49)

Financial Real estate, Public admin,

intermed. business defense
-.048 (.031) .031 (.032) 1.0019)
-.016 (.040) -.040 (.046) .036 (.020)
.003 (.063) .071 (.044) 13Q.015)
-.002 (.067) -.008 (.036) 0533

Construction
.014 (.028)
.038 (.040)
.055 (.037)

.026 (.035)

Education
.004 (.014)

-.007 (.023)
.041 (.013)**

-.021 (.018)

Wholesale/retail Hotels,

trade
.022 (.021)

.056 (.024)*
-.002 (.029)
.011 (.028)
Health, social
work
-.001 (.013)
-.008 (.020)

.009 (.013)

-.019 (.017)

restaurants
.061 (.060)

.011 (.066)
-.071 (.077)

145 (.063)*

Other services
-.027 (.045)
.009 (.055)
-.063 (.056)

.047 (.056)
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Table 2: Effect of Peer Plant Downsizing on PedeRd Disability Pension Utilization (continued)

Panel B: Preferred set of instruments

Dependent variable: Peer 2000 DP rate

PDR Agriculture, Mining, oil
fishing
10-30% - --
30-60% - --
60-100% .198 (.092)* 167 (.033)**
100% -- 295 ((117)*
PDR Transport, Financial
communic. intermed.
10-30% - --
30-60% .082 (.031)** --
60-100% .059 (.022)** --
100% -- -

Manufacturing

024 (.009)*

.024 (.013)

Real estate,
business

.068 (.043)

Electric, gas,
water

124 (.051)*

Public admin,
defense

-.042 (.019)*

.048 (.032)

Construction

045110+

Wholesale/retail Hotels,

trade

.047 (.023)*

Health, social
work

restaurants

.141 (.060)*

Other services

Notes: N=378148. Mean dependent variable=.074. Estimateach panel reflect results from single OLS mpdéjusted for peer group,
neighborhood and municipality characteristics i83,9and individual characteristics in 1999. Panéhtits the instrument set to minimize the
approximate mean squared error around the IV esifsae text for details). Conventional robustdéad errors in parentheses, corrected for non-

independent residuals within neighborhootst and ** denote significance at the 10, 5 andetcgnt level.
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Table 3: Main Results: Effect of Social Interactmm Disability Pension Entry

Dependent variable: 2003 DP utilization

No instruments Preferred instrument set Fulrimeent set
oLS Probit 2SLS LIML BC-2SLS IV-Probit 2SLS LIML BC-2SLS IV-Probit
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Peer 2000 DP rate .069**  461** .504** .506** .568** 3.602**  .456** A463** 754+ 3.388**
(.012) (.089) (.123) (.124) (.144) (.923) (.108) (.110) (.212) (.982)
[.055] [.441] [.414]
First-stage results
F statistic 7.07 7.07 7.07 7.07 2.29 2.29 229 229
Partial B .0100 .0100 .0100 .0100 .0123 .0123 .0123 .0123
Test of overidentifying restrictions
J/IAR/Sargan statisfic 10.35 12.34 12.64 75.20 84.67 92.71
p-value .665 .500 476 .037 .006 .001
mean .069 .069 .069 .069 .069 .069 .069 .069 .069 069 .
N 378148 378148 378148 378148 378148 378148 37814878148 378148 378148

Notes: All estimates adjusted for peer group, neighbodhaad municipality characteristics in 1995, andvitthal characteristics in 1999.
Conventional robust standard errors in parenthesesgcted for non-independent residuals withighkorhoods.", * and ** denote significance at
the 10, 5 and 1 percent level. Mean marginal effaptied from probit models presented in brackets.

#Hansen J statistic reported for 2SLS, Anderson-Rataitistic for LIML, and Sargan statistic for BGIZS.
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Table 4: Robustness Checks

Dependent variable: 2003 DP utilization

1) ) 3) 4) 5) (6) )
Peer 2000 DP rate .504+** .500** .504** .505** 525%* 677 .653*
(.123) (.125) (.125) (.125) (.138) (.187) (.260)
First-stage results
F-statistic 7.07 7.06 7.06 7.06 6.00 571 5.39
Partial B .0100 .0097 .0097 .0097 .0081 .0080 .0083
Added covariates
PDRs (95-99) X X X X X X
PDRs (99-0%) X X X X X
A income/wealth (95-99) X X X X
county fixed effects, plus X X X
nbhd/munic unemp rate
and mean income (1999)
Sub-samples
employed same plant 95-99 X X
stable/growing plant 95-89 X
mean .069 .069 .069 .069 .069 .071 .071
N 378148 378148 378148 378147 378147 229839 115015

Notes: 2SLS estimates using preferred instrument setegtimates adjusted for peer group, neighborhoddramicipality characteristics in 1995, and
individual characteristics in 1999. Conventiondust standard errors in parentheses, correctatbfoindependent residuals within neighborhooqs.
and ** denote significance at the 10, 5 and 1 park=vel.

& Consists of 56 dummy covariates capturing platiigtry and downsizing magnitude (10-30, 30-60, 60-dnd 100 percent).

® Entered as third-order terms for change in peilsoname, change in other household income andggamhousehold wealth. One observation
missing household wealth in 1995 was omitted.

¢ Entered as second-order terms.

41999 plant of employment has at least as many RTES99 as in 1995.
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Table 5: Specification Tests: Employment Status Sict Money Utilization by Year

1992 1993 1994 1995 1996 1997 1998 1999 2000 20012002 2003

Panel A

Dependent variable: Employed FT/PT at end of year

Peer 2000 DP rate  .298* .399* 148 -- -.030 -.1671 .046 - -.360*  -.106 -.125 .010
(.152) (.134) (.087) (.090) (.090) (.070) (.149) (.123) (.147) (.154)

mean .910 .928 .963 1.000 .978 .975 .980 1.000 .926 .937 921 .906

Panel B

Dependent variable: Received SM at end of year

Peer 2000 DP rate  -.068 -.228* 017 .048 .097 -.045 -.033 20T .293* 331**  .044 278*
(.067) (.072) (.068) (.075) (.078) (.088) (.084) (.116) (.124) (.129) (.148) (:137)

mean .022 .022 .022 .025 .031 .035 .037 .067 .068 072 . .075 .077

N 377135 377329 377733 378148 377859 377747 3778398148 366250 354593 340962 326283

Notes: 2SLS estimates using preferred instrument setegtimates adjusted for peer group, neighborhoddramicipality characteristics in 1995, and
individual characteristics in 1999. Conventiondust standard errors in parentheses, correctatbfoindependent residuals within neighborhoogs.
and ** denote significance at the 10, 5 and 1 part®vel. Results for years 2000-2003 omit workeh® died or emigrated, and those drawing early
retirement (AFP) or DP. Differences in sample gider to 2000 reflects persons missing individualsords inFD-trygd in a given year.
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Table 6: Specification Tests: Neighborhood Dis&pHarticipation and Employment Rates by Year

1992 1993 1994 1995
Panel A
Dependent variable: Neighborhood DP rate
Peer 2000 DP rate .061 .029 .031 .047
(.086) (.089) (.090) (.091)
mean .087 .094 .105 116
Panel B
Dependent variable: Neighborhood LFP rate
Peer 2000 DP rate .181 .204 128 .033
(.164) (.152) (.144) (.148)
mean .622 .619 .625 .622

Notes: N=378148. 2SLS estimates using preferred instresetin Dependent variables calculated over
persons age 41-62 in 1995 neighborhood, defindiceion receiving DP at end or year (Panel A), or
fraction employed FT or PT at end of year (PanelM)estimates adjusted for peer group,
neighborhood and municipality characteristics i83,9and individual characteristics in 1999,
excluding neighborhood-level employment/progranustaariables (i.e. fraction employed FT,
employed PT, employed MPT, self-employed, receiyiagmanent DP, receiving temporary DP,
receiving rehabilitation pension, receiving day myprand unemployed without day money).
Conventional robust standard errors in parenthesesgcted for non-independent residuals within
neighborhoods?, * and ** denote significance at the 10, 5 andetcent level.
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Table 7: Effect of Social Interaction on DisabilRgnsion Entry by Year

Dependent variable: DP utilization in year

2000 2001 2002 2003

Peer 2000 DP rate 137+ .180* 313% 504
(.050) (.074) (.097) (.123)

mean 013 029 049 .069

Notes: N=378148. 2SLS estimates using preferred instraisetn All estimates adjusted for peer
group, neighborhood and municipality characterssiiic1995, and individual characteristics in 1999.
Conventional robust standard errors in parenthesesected for non-independent residuals within
neighborhoods?, * and ** denote significance at the 10, 5 andetcent level.
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